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Abstract: Over a 3-year period, we assessed 2 sampling designs for estimating grizzly bear (Ursus arctos) population
size using DNA capture–mark–recapture methods on a population of bears that included radiomarked individuals.
We compared a large-scale design (with 8 × 8-km grid cells and sites moved for 4 sessions) and a small-scale design
(5 × 5-km grid cells with sites not moved for 5 sessions) for closure violation, capture-probability variation, and esti-
mate precision. We used joint telemetry/capture–mark–recapture (JTMR) analysis and traditional closure tests to
analyze the capture–mark–recapture data with each design. A simulation study compared the performance of each
design for robustness to heterogeneity bias caused by reduced capture probabilities of cubs. Our results suggested
that the 5 × 5-km grid cell design was more precise and more robust to potential sample biases, but the risk of clo-
sure violation due to smaller overall grid size was greater. No design exhibited complete closure as estimated by
JTMR. The results of simulation studies suggested that CAPTURE heterogeneity models are relatively robust to
probable forms of capture-probability variation when capture probabilities are >0.2. Only the 5 × 5-km designs
exhibited this capture-probability level, suggesting that this design is preferred to ensure estimator robustness when
population size is <100. The power of the CAPTURE model selection routine to detect capture probability variation
was low regardless of sampling design used. Our study illustrated the trade-off between intensive sampling to ensure
robustness and adequate precision of estimators while being extensive enough to avoid closure violation bias.
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Incorporating DNA genotyping with cap-
ture–mark–recapture methods has been used to
estimate grizzly bear population sizes (Woods et al.
1999, Mowat and Strobeck 2000, Poole et al. 2001,
Boulanger et al. 2002). The basic methodology
involves hair-traps consisting of bait surrounded by
a single strand of barbed wire. When bears investi-
gate the hair-traps, their hair is snagged on the
barbed wire allowing “capture” of their genetic
identification. A systematic sampling grid of hair-
traps is then repeatedly sampled to obtain cap-
ture–mark–recapture estimates. Although this
technique shows promise in forested areas where
bears are difficult to observe, optimal sampling
design and estimator robustness have received lit-
tle consideration. Our primary objectives were to
compare 2 sampling designs in terms of capture
probabilities, closure violation, estimation bias,
and sampling efficiency. 

Bears traverse in and out of grid areas during
sampling, which violates the assumption of geo-

graphic closure in most studies that use capture–
mark–recapture or related methods (Smallwood
and Schonewald 1996, Miller et al. 1997). In this
case, naive estimates from capture–mark–recap-
ture correspond to the “superpopulation” (called
N* by White [1996]) if movement is random
across grid boundaries (Kendall 1999). The
superpopulation of bears is defined as the popu-
lation of bears that inhabit the sampling grid and
surrounding area (as opposed to the grid area
alone). While the superpopulation estimate rep-
resents the number of animals that traverse an
area, the estimate is compromised by the unde-
fined sampling area and therefore cannot be
used to estimate density. The estimation of densi-
ty is essential for comparing different sampling
areas and is a principal objective of most studies. 

Capture-probability variation in grizzly bears is
potentially due to closure violation (Boulanger
and McLellan 2001), differences in trap
encounter rates between bears (Boulanger et al.
2004), age- and sex-based vulnerability to hair-
trap sampling (Woods et al. 1999), and temporal
variation in capture probabilities (Poole et al.1 E-mail: boulange@ecological.bc.ca
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2001). Among the potential causes of capture-
probability variation, several are related to
females and their offspring. First, the small size of
cubs (bears <1 yr-of-age) in relation to barbed
wire height at hair-traps may lead to undersam-
pling these bears (Woods et al. 1999). Because
bears cannot be aged via DNA, we cannot direct-
ly parameterize this source of bias. This potential
source of bias may be significant because cubs can
represent >22% of the bear population being
sampled (Craighead et al. 1974, McLellan 1989).
Second, females with cubs exhibit restricted move-
ments compared to other segments of the popu-
lation (Mace and Waller 1997), potentially lead-
ing to reduced rates of capture. Third, females
with young travel together and thus their cap-
tures are not independent. We used the observed
capture probabilities with Monte Carlo simula-
tion trials to determine relative gains in estimator
performance with different sampling intensities. 

We emphasized the relationship between clo-
sure and capture-probability variation in relation
to the design of capture–mark–recapture projects.
Given fixed resources, researchers are faced with
the trade-off of making sampling grids large with
sparse hair-trap coverage to potentially minimize
closure violation or making grids small with
intensive sampling to detect and model capture-
probability bias. We used both intensive small-scale
(many hair-traps to increase recapture probabili-
ties) and larger-scale designs (fewer hair-traps but
larger grid to minimize closure violation), and we
therefore presented a case study for the compar-
ison of designs.

METHODS

Study Design and Field Methods
We conducted our study in the Upper Colum-

bia River drainage of British Columbia, Canada.
In 1996, we sampled a square grid consisting of
64 8 × 8-km cells for 4 10-day sessions. We moved
hair-traps within each cell after each session
(Woods et al. 1999). Within each cell, 1 hair-trap
was placed each session in good grizzly bear habi-
tat as judged by the study team. Hair-traps must
be accessible by helicopter or the ground. This
large-scale design had the advantage of covering
a large area and allowed a new location of hair-
traps for each sample session. However, some
female bears—particularly those with cubs—may
not have encountered a hair-trap with the larger
cell sizes. To compare with the large-scale design,
we used a small-scale design with 5 × 5-km cells

and fixed hair-trap sites for each sample session
in 1997 and 1998. In 1997, we sampled a small-
scale grid of 76 5 × 5-km cells for 5 sessions, each
lasting 7–10 days. A hair-trap was fixed in 1 loca-
tion within each cell for all sessions. In 1998, we
sampled another small-scale grid of 94 5 × 5-km
cells for 5 sessions. As with 1997, hair-traps were
not moved within grid cells. The shape of the
grids in 1997 and 1998 was partially defined by
barriers to movement such as lakes, highways,
and mountains to minimize population-closure
violation. The small-scale design had the advan-
tage of reduced cost, which allowed the addition
of a fifth sampling session and potential higher
capture probabilities due to increased spatial
trap coverage. However, smaller cells lead to a
smaller overall grid size and increased risk of clo-
sure violation. The 1997 and 1998 grids over-
lapped the northeastern and southwestern sec-
tions of the 1996 grid, respectively. Details
regarding the study area, field, and genetic meth-
ods can be found in Woods et al. (1999), Paetkau
(2003), and Apps et al (2004).

Estimation of Radiomarked Bear Capture
Probabilities and Movements

We used radiomarked bears to index move-
ments across grid boundaries. Grizzly bears were
captured in foot snares or culvert traps distrib-
uted throughout the study area. We accessed traps
by road and helicopter. We darted additional
bears from a helicopter in old wildfire burns
where bears concentrate to eat huckleberries
(Vaccinium membranacium) in late summer (McLel-
lan and Hovey 2001). The sample sizes of radio-
marked bears were 15 (5 F, 10 M) in 1996, 11 (7 F,
4 M) in 1997, and 9 (3 F, 6 M) in 1998. We located
radiomarked bears on a weekly schedule through-
out the study area. Radiomarked bears that were
never located within 10 km of the sampling area
were not included in radiotelemetry analyses. 

We used a JTMR model developed by Powell et
al. (2000) to estimate movement rates of bears on
and off the grid and to compare capture proba-
bilities of radiomarked bears (pradio) with non-
radiomarked bears (pDNA). Parameters of the
JTMR model are capture probability (pradio,
pDNA), movement probability (emigration from
grid [ψe], immigration to grid [ψi]), and true sur-
vival (S). Because grizzly bear annual survival rates
usually are >0.90 (McLellan et al. 1999) and sam-
pling only occurred for approximately 40 days in
the spring season, we assumed survival to equal
1.0 for the duration of each sampling effort. 



J. Wildl. Manage. 68(2):2004 459GRIZZLY BEAR DNA SAMPLING DESIGN •  Boulanger et al.

To assess whether radiomarked bears exhibited
different hair-trap capture probabilities, we com-
pared models that constrained capture probabil-
ities to be equal between radiomarked and non-
radiomarked bears to unequal models. In
addition, we assessed time-specific formulations
of each model for relative fit. Models were con-
structed using program MSSURVIVRT (Powell et
al. 2000) in collaboration with J. D. Nichols and 
J. E. Hines (U.S. Biological Survey, Patuxtent
Wildlife Research Center, Maryland, USA).

We pooled sexes for analyses due to low sample
sizes of radiomarked bears. We used sample size-
adjusted Akaike’s Information Criterion (AICc)
model selection (Burnham and Anderson 1998)
to determine which models were most supported
by the data. Models with the lowest AICc values
were considered the most supported by the data,
but those with ∆AICc values <2 also were consid-
ered. We used model-averaged parameter esti-
mates to allow inference from multiple models
based upon Akaike weights (Burnham and
Anderson 1998). 

Geographic Closure and Sampling Design
We used statistical tests designed to detect clo-

sure violation in program CAPTURE (Otis et al.
1978) to initially screen the data for potential clo-
sure violation. We then used the test of Stanley
and Burnham (1999) to assess whether closure
violation was due to temporary or permanent
bear movement using goodness-of-fit tests of var-
ious constrained Jolly Seber (JS) models. Perma-
nent movement refers only to the duration of the
capture–mark–recapture project. In contrast,
temporary movement refers to bears moving in
and out of the grid during ≥2 sessions. The exact
models that we used in the test of Stanley and
Burnham (1998) were the fully open JS model, a
recruitment but not mortality model (NM), a
mortality but not recruitment model (NR), and a
closed model with no mortality or recruitment
(Mt), which is analogous to the Mt model in pro-
gram CAPTURE. We compared model fit to the
data using likelihood ratio tests (Additions: NR
vs. JS, Mt vs. NM; Losses: NM vs. JS, Mt vs. NR). If
all tests were rejected except NR versus JS, then
permanent movement from the grid is suggested;
whereas, if all tests except Mt versus NR and NM
versus JS were rejected, then movement into the
grid is suggested. If temporary movement in or
out of the grid occurred, then all tests would be
rejected. The NM versus JS and NR versus JS tests
were then broken down into session-specific com-

ponents to explore session-specific closure-viola-
tion events (Stanley and Burnham 1999). 

Capture Probability Variation and Sampling
Design

Data-based Tests.—We initially used the program
CAPTURE model-selection routine to screen the
data for capture-probability variation. In addi-
tion, we conducted simulations to evaluate esti-
mator robustness to likely forms of capture bias
and to evaluate the power of program CAPTURE
model-selection tests.

Simulation Trials.—A focus of our simulations
was to determine whether increased capture
probabilities resulting from the small-scale
design enhanced the performance of estimators
when confronted with age-specific capture prob-
abilities. We estimated simulation parameters for
the 2 designs from the capture–mark–recapture
data. We used a true population size of 100 bears
with an average capture probability of 0.15 sam-
pled for 4 sessions to emulate typical data from
the large-scale design. We used a true population
of 50 bears with a mean capture probability of
0.22 sampled for 5 sessions to emulate the small-
scale design. We based mean capture probabili-
ties for each design on the results of our study
and the Central Purcell Mountain project, which
also used a 5 × 5-km cell size design (with an asso-
ciated capture probability level of 0.26 [Mh
Chao]; Strom et al. 1999).

Because age cannot be estimated from DNA
data, we used a variety of methods to determine
likely age-specific capture probabilities. First, we
used capture frequencies of cubs of radiomarked
females to empirically estimate cub capture prob-
abilities. Radiomarked female bears were consid-
ered vulnerable to sampling if ≥1 telemetry loca-
tion was on the grid during the study or the bear
was captured at a hair-trap. Capture of a cub was
determined if a radiomarked female bear known
to have cubs was captured at the same hair-trap as
another bear that shared at least 1 allele at all loci
sampled (Woods et al. 1999). Using these data,
we estimated cub binomial capture probabilities
using an intercept-only logistic regression model
in SAS PROC GENMOD (SAS Institute 1997)
with individual cubs treated as the sample unit.
We estimated other simulation parameters using
the hypothesized differences among age and sex
classes as described in Table 1. 

We further customized simulation trials to
investigate potential biases caused by non-inde-
pendent captures of females and cubs and
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reduced capture probabilities of cubs. Family
groups consisting of a female with 2 cubs were
simulated with fixed capture probabilities for
adult females and a range of capture-probability
levels for cubs (Table 1). Cubs could be captured
only if the mother was captured, so that the cap-
ture probability of a cub was the product of the
mother’s capture probability and the conditional
probability that a cub was captured given capture
of the mother. At 1 extreme, every time a female
was captured the offspring also were captured
(conditional capture probability of 1), so that cub
capture probabilities were the same as the moth-
er (p = 0.17 for the large-scale design and p = 0.25
for the small-scale design). At the other extreme,
offspring were not captured when the female was
captured (conditional capture probability of 0).
Note that these simulations differ from the simu-
lation modules in program CAPTURE that
assume independence of captured animals. 

We suggest that the best combination of study
design and population estimator should exhibit
reasonable performance across all potential
ranges of cub capture probability. We evaluated
estimator performance using percent relative
bias, precision as indexed by coefficient of varia-
tion (CV), and confidence-interval coverage. Bias
levels of ±10%, CV levels ≤20%, and confidence-
interval coverage of >85% were considered
acceptable. We modified program CAPTURE to
produce abridged data files for population esti-

mates (Boulanger and Krebs 1996). We used
Visual Basic© to program simulations and SAS
(SAS Institute 1997) statistical software for analy-
sis of simulated data sets. We conducted 2,000
simulation trials for each combination of cub
capture probability and study design simulated.

Superpopulation and Density Estimates
We produced superpopulation estimates using

program CAPTURE. We selected appropriate
models and estimators based on results of cap-
ture-probability tests and simulation trial find-
ings. Superpopulation estimates were multiplied
by the proportion of sampling occasions that
radiomarked bears were on the sampling grid
(White and Shenk 2001) to obtain estimates of
the average number of bears on the sampling
grid. This estimate of average number of bears
on the grid assumes that capture-probability vari-
ation caused by closure violation (Kendall 1999)
is accounted for by scaling of estimates by the
proportion of locations of radiomarked bears on
the sampling grid. This estimator is not affected
by any differences in capture probabilities
between radiomarked and DNA bears. The esti-
mate of the average number of bears on the grid
was divided by the grid area to obtain estimates of
density. Both the CAPTURE superpopulation
estimate and the proportion of radiomarked
bears on the grid estimate have error. Therefore,
we used the delta method (Seber 1982) to esti-

Table 1: Parameters used for age- and sex-bias simulations of grizzly bears. The population size (N) and mean capture proba-
bilities (p–) used for each design were estimated from field results. Percent composition of each age and sex class is from McLel-
lan (1989). The expected number of bears of each age and sex class in the population was calculated as E(N) = N × % compo-
sition/100. The proportion of each cohort snagged relative to adult males (Psnag) was hypothesized upon bear height relative to
barb wire and trap encounter rates. Also presented are the capture probability of each age and sex cohort (Pcohort) and the
expected number of each cohort captured per sampling session (E(nj) = E(N) pcohort). The value of p– for each simulation treat-
ment was estimated as 

, 

where k is the number of age and sex cohorts (4). For cubs, yearlings, and adult females, Pcohort was the product of psnag and
pcohort for adult males. For adult males, Pcohort was solved iteratively so that p– equaled the desired level (e.g., 0.15 for the large-
scale grid).

Age   Sex   % composition E(N) psnag pcohort E(nj)

Large-scale: 8 × 8-km grid cell size (N = 100, p– = 0.15)  
Cubs males and females 21.5 22 0.10 0.05 (0–0.17)a 0.47  
Yearlings males and females 17.5 18 0.75 0.17 2.86  
Adult females 30.5 30 0.75 0.17 5.04  
Adult males   30.5 30 1.00 0.22 6.72  

Small-scale: 5 × 5-km grid cell size (N = 50, p– = 0.22)  
Cubs males and females 21.5 11 0.10 0.05 (0–0.25) 0.33  
Yearlings males and females 17.5 9 0.75 0.25 1.98  
Adult females 30.5 15 0.75 0.25 3.71  
Adult males   30.5 15 1.00 0.33 4.95 

a Range of values simulated given uncertainty in capture probabilities of cubs.
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mate combined variances under the assumption
that correlation between population estimates
and the proportion of time on the grid was zero.
We calculated log-based confidence intervals for
the average number of bears on the sampling
grid estimates using formulas presented in White
et al. (2002).

RESULTS
We identified 122 individual grizzly bears (54 F,

59 M, 9 of unknown sex) in DNA samples from
1996 to 1998. Fifty-four (25 F, 29 M) bears were
identified in 1996, 41 (24 F, 12 M, 5 of unknown
sex) in 1997, and 39 (13 F, 22 M, 4 of unknown
sex) in 1998. 

Estimation of Radiomarked Bear Capture
Probabilities and Movements

Models that suggested capture probabilities of
radiomarked bears were different from DNA cap-
ture probabilities were most supported by the data
for 1996 and 1997, as indicated by the lowest AICc
score (Table 2). In both years, ∆AICc values for
competing models were >3.82, suggesting strong
support for the most supported models. For 1998,
models that assumed different capture probabili-
ties for radiomarked bears and non-radiomarked

bears, and a model that assumed equal probabil-
ities of radiomarked and non-radiomarked bears
had similar AICc values (Table 2). Model-averaged
estimates suggest that radiomarked bears had
reduced recapture probabilities compared to
DNA-captured bears in 1996 and 1997 (Fig. 1). In
1998, the radiomarked bear capture probabilities
were slightly larger than DNA-captured bears. 

Table 2. Model selection results for joint telemetry/capture– mark–recapture analysis of grizzly bears in the Upper Columbia River
drainage, British Columbia, Canada, 1996–1998. “Time-specific” refers to whether movement probabilities (Ψ) or capture proba-
bilities (p) were estimated for each sampling occasion (“yes”) or were kept constant (“no”). “Radiomarked p” represents whether
a model was constrained to estimate capture probabilities for radiomarked bears and DNA bears (“yes”) or whether capture prob-
abilities were pooled (“no”). Log likelihood (Log (L)), the number of parameters (K), Akaike’s Information Criterion corrected for
sample size (AICc), ∆AICc, and Akaike weights (wi) for each model are given.

Time-specific Radiomarked
Ψ p p Log (L) K AICc ∆AICc wi

1996         
no no  yes –21.75 4 56.31 0 0.85  
no no  no –24.78 3 60.13 3.82 0.13  
no yes no –24.07 5 63.22 6.91 0.03  
yes yes no –22.88 8 80.82 24.51 0.00  
no yes yes –35.56 9 90.91 34.6 0.00  
yes yes yes –25.37 17 91.32 35.01 0.00  

1997         
no no  yes –30.53 4 74.05 0 0.87  
no no  no –33.73 3 78.15 4.1 0.11  
no yes yes –27.12 9 82.19 8.14 0.01  
no yes no –33.03 5 83.79 9.74 0.01  
yes yes no –28.14 8 108.1 34.05 0.00  
yes yes yes –28.6 17 119.4 45.35 0.00  

1998         
no no  no –33.03 3 76.86 0 0.47  
no no  yes –31.87 4 76.87 0.01 0.47  
no yes no –31.64 5 81.24 4.38 0.05  
no yes yes –30.68 9 89.87 13.01 0.00  
yes yes no –26.33 8 106.4 29.54 0.00  
yes yes yes –28.87 17 122.8 45.94 0.00  

Fig. 1. Model-averaged estimates of recapture rate for DNA
bears and radiomarked bears from joint telemetry/capture–
mark–recapture analysis (Table 2) for the Upper Columbia
Grizzly Bear Study, British Columbia, Canada, 1996–1998.
Error bars represent 95% confidence intervals of estimates.
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The JTMR model estimates suggested that the
1997 design had slightly lower emigration and
immigration rates than in 1996 and 1998 (Fig. 2).
The 1996 large-scale design had the highest immi-
gration rate suggesting that if a radiomarked bear
left the grid, it had a high probability of return-
ing, indicating high fidelity to the grid area. In all
years, immigration rates were higher than emi-
gration rates, suggesting attraction of bears to the
grid area or nonrandom distributions of radio-
marked bears relative to the grid area.

Geographic Closure and Sampling Design
Violation of population closure was not detect-

ed for 1996 (Z = 1.41, P = 0.921), 1997 (Z = 1.92, P
= 0.103), or 1998 (Z = –0.19, P = 0.164) by the pro-
gram CAPTURE closure test. This test is mainly
sensitive to net movement events in early or later
sampling periods, and failure to detect closure
violation with this test does not prove that closure
violation did not occur (Otis et al. 1978). 

Violation of population closure was detected for
1996 (χ2 = 15.2, df = 4, P = 0.004), 1997 (χ2 = 52.8,
df = 5, P < 0.001), and 1998 (χ2 = 22.3, df = 5, P <
0.001) by the closure test of Stanley and Burnham
(1999). In terms of the subcomponent tests, Mt
versus NR and Mt versus NM were rejected for the
1996 and 1998 data at P < 0.001. For the 1997 data,
all subcomponent tests were rejected. The general
pattern of rejection in these tests suggests that most
closure violation was caused by temporary rather
than permanent (for the duration of the sampling
project) movement from grid areas. This test will
reject the null hypothesis of no closure violation

at greater than nominal rates in the presence of
heterogeneity; therefore, results should be inter-
preted cautiously (Stanley and Burnham 1999).

Capture Probability Variation and Sampling
Design

The program CAPTURE model selection good-
ness-of-fit tests did not detect any forms of cap-
ture-probability variation in the 1996 and 1997
data, and model Mo was chosen as the appropri-
ate estimation model for both years. Heterogene-
ity variation was suggested in Test 1 (χ2 = 6.17, df
= 1, P = 0.170), and time variation was detected
(χ2 = 14.3, df = 4, P = 0.006) in the 1998 dataset;
thus, Mt was chosen as the most appropriate
model. Mean capture probabilities were 0.16 (Mh
Chao) for 1996, 0.2 (Mh Chao) for 1997, and 0.12
(Mt Chao) for 1998. The capture probabilities in
1998 were reduced due to violation of closure.

Empirical Analysis of Capture Probabilities of
Females with Cubs.—In 1996, 4 radiomarked
female bears with a total of 7 cubs were moni-
tored. Of these, 1 female with 2 cubs was DNA
captured twice with another bear with whom she
shared at least 1 allele at all 15 loci sampled, sug-
gesting her cub also was caught. In 1997, no
females with cubs were monitored. In 1998, 2
female bears with a total of 3 cubs were monitored
with no documented capture of cubs. Given
sparse sample sizes, we pooled 1996 and 1998
leading to a capture-probability estimate of 0.05
(95% CI: 0.01 to 0.17). Given the uncertainty in
this parameter, we also simulated a range of val-
ues for the proportion of cubs sampled (Table 1).

Simulation of Age-specific Capture Probabilities and
Family-group Bias.—The degree of bias caused by
family groups was sensitive to assumptions made
about cub capture probability and capture-prob-
ability levels associated with each sampling
design (Fig. 3). If cub capture probability was
zero, then all estimators exhibited negative bias
and less than nominal confidence-interval cover-
age, since the effective population size being sam-
pled did not include cubs and was 21.5% smaller.
The Mh (Chao) estimator, which was designed for
sparse data (Chao 1989), displayed the best con-
fidence-interval coverage of 94 and 80% with the
large- and small-scale sampling designs, respec-
tively, when zero cubs were caught. If cub capture
probability was low (the most likely scenario with
cub capture probabilities of 0.01–0.05), then the
nonheterogeneity estimators exhibited negative
biases of –10 to –30%, while the heterogeneity
estimators exhibited more acceptable biases of –7

Fig. 2. Model-averaged estimates of emigration and immigra-
tion from grid areas from the joint telemetry/capture–mark–
recapture analysis for the Upper Columbia Grizzly Bear Study,
British Columbia, 1996–1998. Error bars represent 95% con-
fidence intervals.
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to 10% with both designs. Only the Mh (Chao)
estimator exhibited acceptable levels of bias with
the large-scale design when cub capture proba-
bility was low. If cub capture probability was high-
er (>0.05), then the bias of most estimators was

acceptable for both designs except for the Mh
(Chao) estimator that exhibited biases of >10%
with the large-scale design. 

Coefficients of variation for all estimators were
high for the large-scale design but decreased sub-

Fig. 3. Family-group bias simulation results. CAPTURE models shown are: Mh (Chao); (square), Mh (jackknife); circle, M0 (trian-
gle) and Mt (Chao) (diamond). Percent relative bias, coefficient of variation, and confidence-interval coverage are shown for the
large- and small-scale designs. The dashed vertical line indicates estimated cub capture probability levels as listed in Table 1.
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stantially with the small-scale design. Confidence-
interval coverage was reasonable for most estima-
tors for the large-scale design; however, this was
offset by low precision for most of the estimators.
Confidence-interval coverage was acceptable for
the heterogeneity estimators with the small-scale
design as long as the cub capture probability was
<0.15. Confidence-interval coverage was close to
nominal levels for the Mh Chao estimator with
both designs; however, this estimator was the least
precise. Overall, the best combination of estimators
and sampling design for the most likely range of
cub capture probabilities was the small-scale
design and the heterogeneity estimators that dis-
played moderate bias (approx –10 to 10% if cub
capture probability was >0), acceptable levels of pre-
cision (CV < 20% for the jackknife estimator), and
near nominal confidence-interval coverage (>85%). 

We also simulated the non-independent cap-
ture of yearlings with attendant females (in addi-
tion to non-independent capture of cubs). For
these simulations, yearlings were always captured
when an attendant female was captured, a sce-
nario of extreme non-independence of captures.
The degree of bias did not change for estimators;
however, precision decreased for both designs
with estimators exhibiting CV levels 5–10% high-
er than values in Fig. 3. In addition, confidence-
interval coverage was reduced as a function of
increasing cub capture probability, with most esti-
mators exhibiting confidence-interval coverage
levels that were approximately 10% lower than
Fig. 3. The Mh (Chao) estimator displayed the best
confidence-interval coverage when confronted
with non-independent captures with coverage lev-
els between 75 and 85% for both designs simulated. 

We ran simulations (Table 1) to test the power
of the CAPTURE model-selection routine to detect
heterogeneity. The CAPTURE model-selection
routine exhibited relatively low power to detect
heterogeneity variation with either design. The
Mh model was selected only for 10% of the large-
scale and 4% of the small-scale simulations.
Exploratory simulations were run in which the
population of bears was increased to 200 for both
designs to determine whether power increased if
larger populations were sampled. In this case, the
Mh model was chosen in 30 and 22% of the small-
and large-scale simulations, respectively.

CAPTURE Superpopulation Estimates
Simulation results suggested the Mh Chao

model exhibited the best performance in terms
of confidence-interval coverage and bias levels

when confronted with likely cub capture proba-
bility levels (approx 0.05); therefore, this model is
most appropriate for estimating population size.
A large degree of time variation (bears caught
per session [nj] = 7, 19, 14, 11, 5) was evident in
the 1998 data. Further simulations suggested that
the most appropriate estimator in this case was Mt
(Chao), due to positive bias with the Mh estima-
tors (with time variation) and poor performance
of the Mth estimator, which was potentially due to
poor sample coverage (Chao and Jeng 1992).
Therefore, the appropriate models and estima-
tors were Mh (Chao) for 1996 and 1997, and Mt
(Chao) for the 1998 data. These results suggest a
slight gain in precision with the 1997 small-scale
design over the 1996 large-scale design grid. 

Closure Adjustment of the Superpopulation
Estimates  

The correction for closure violations based on
the proportion of radiomarked bears on the grid
suggests that superpopulation estimates range
from 36 to 15% greater than average N on grid
estimates (Table 3). The precision of the propor-
tion of radiomarked bears on the sampling grid
was low when compared to the precision of cap-
ture–mark–recapture estimates. Densities can be
derived by dividing the average N (Table 3) by the
area of each sampling grid (1996: 4,096 km2, 1997:
1,900 km2, 1998: 2,350 km2). The resulting densi-
ty estimates and corresponding confidence inter-
vals are 19 (13 to 38) bears/1,000 km2 for 1996,
25 (20 to 41) for 1997, and 25 (16 to 53) for 1998.

The sex ratio of radiomarked bears also should
be considered when interpreting the closure-cor-
rected population estimates (Table 4). More males
were present in grid areas than females for all years
except 1997, which might have reduced the 1997
estimate of grid occupancy compared to other
years. However, sex-specific estimates of propor-
tion-on-grid for females also suggested that the
1997 grid was the most closed. The proportion-
on-grid estimate for males suggested that the
1997 grid was roughly similar to the 1996 grid in
terms of the proportion of time radiomarked bears
were on the grid. Therefore, the ranking of grids
for relative closure violation was partially robust
to differences in sex ratios. The sex ratio of DNA
captures also suggested that the actual ratio of
males to females on grids (M/F ratios; 1996:
29/25, 1997: 12/24, 1998: 22/13) was similar to
the ratio of radiomarked bears in Table 4, sug-
gesting that correction of estimates due to the sex
ratio of radiomarked bears was not warranted.
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Our study illustrates some of the main chal-
lenges confronting the use of DNA- based cap-
ture–mark–recapture methods to achieve reli-
able population estimates. First, increased
sample intensity and subsequent higher capture
probabilities with the small-scale grid boosts esti-
mator robustness to heterogeneity and increases
precision of estimates (Fig. 3). However, the
smaller size of grid areas increases risk of closure
violation bias, reducing capture probability
(Kendall 1999, Boulanger and McLellan 2001),
and therefore potentially negating the advan-
tages of smaller cell size if the grid is not topo-
graphically closed. The radiotelemetry-based
movement analyses results suggest that the 1997
small-scale grid met the closure assumption bet-
ter than the larger 1996 large-scale grid design,
an effect likely due to greater topographic closure.
For example, analysis of the capture–mark–
recapture and radiotelemetry data from this
study (Apps et al. 2004) suggests that the north-
ern edge of the 1996 grid was composed of high-
quality habitat as shown by the concentration of

bear captures in this area. The 1997 grid bound-
ary was moved north to partially accommodate
this area of higher bear density, while the south-
ern boundary was at the Trans-Canada Highway.
Both modifications improved topographic clo-
sure. In contrast, the 1998 small-scale grid was not
topographically closed, and JTMR analysis sug-
gested that closure was severely violated, substan-
tially reducing capture probabilities. To minimize
closure violation, grid placement with respect to
topographic barriers and areas of high bear den-
sity may be more important than grid size alone
(Boulanger and McLellan 2001). However, since
initial bear density and distribution is difficult to
determine, readjusting sampling designs in sub-
sequent years may be necessary. 

Cubs of the Year Heterogeneity Bias
The results of our study illustrate the possible

effects of low cub capture probabilities on popu-
lation estimates. The actual proportion of cubs
that are captured is difficult to estimate. Given
this uncertainty, we believe estimators that are
robust in terms of point (percent relative bias)
and variance estimates (confidence interval cov-
erage) to varying levels of cub capture probabili-
ty are most appropriate. All estimators displayed
increasing estimates as cub capture probability
increased. However, only the Mh Chao model dis-
played reasonable confidence-interval coverage
even when estimates were biased (e.g., high cub
capture probabilities in Fig. 3). 

One argument is that cubs should be ignored
in capture–mark–recapture estimates, since they
most likely form a small proportion of the sam-

Table 3. Estimates of superpopulation and average number of grizzly bears on the sampling grid based on proportion of radio
locations on the grid in the Upper Columbia River drainage, British Columbia, Canada, 1996–1998.

Proportion radio 
Naive (superpopulation)a locations on grid  Average N on grid  

Estimator Estimate (CI) SE CV  Estimate SE  Estimate (CI) SE CV  

1996 (Large-scale design)          
Mh (jackknife) 103 (85 to 132) 11.9 12%  0.71 0.34  73 (50 to 143) 35.91 49%  
Mh (Chao) 108 (78 to 177) 23.8 22%  0.71 0.34  77 (51 to 155) 40.31 53%  
Mt (Chao) 90 (70 to 137) 16.2 18%  0.71 0.34  64 (46 to 130) 32.60 51%  

1997 (Small-scale design)         
Mh (jackknife) 65 (52 to 92) 10 15%  0.85 0.25  55 (42 to 90) 18.60 34%  
Mh (Chao) 55 (48 to 107) 9.5 17%  0.85 0.25  47 (37 to 79) 16.16 35%  
Mt (Chao) 63 (45 to 86) 13.8 22%  0.85 0.25  54 (40 to 92) 19.87 37%  

1998 (Small-scale design)         
Mh (jackknife) 94 (74 to 127) 13.5 14%  0.64 0.31  60 (39 to 117) 30.30 50%  
Mh (Chao) 130 (71 to 301) 52.8 32%  0.64 0.31  83 (47 to 183) 52.50 63%  
Mt (Chao) 92 (71 to 301) 29.8 16%  0.64 0.31  59 (37 to 125) 34.23 58%  

a Most appropriate model in italics.

Table 4. Sex-specific proportion of radiomarked grizzly bears
on sampling grids on the Upper Columbia River drainage,
British Columbia, Canada, 1996–1998.

Females  Males   
Proportion Proportion

Year on grid SE n  on grid SE n 

1996 0.9 0.22 5  0.63 0.35 10  
1997 1 0 7  0.6 0.28 4  
1998 0.86 0.23 3  0.53 0.32 6  

DISCUSSION
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pled population due to low capture probabilities.
A possible strategy would be to use nonhetero-
geneity estimators that are less likely to account
for heterogeneity bias caused by reduced cub
capture probabilities. Our results suggest that
this is a potentially risky approach for a variety of
reasons. First, some cubs are likely captured and
therefore are part of the sampled population as
suggested by multiple captures of a cub from a
radiomarked female in our study. Therefore, any
estimate will most likely include some represen-
tation of cubs and will potentially be a positively
biased representation of the population without
cubs included. For example, in our simulations,
we used a realistic 21.5% proportion of cubs in
the population (McLellan 1989; Table 1). Most
estimators, however, exhibited biases of less than
–21.5% (Fig. 3), suggesting an overall positive
bias if estimates were considered not to include
cubs. Second, many other forms of heterogeneity
variation exist that were not considered in our
simulations due to closure violation (Boulanger
and McLellan 2001), past live-capture history
(Fig. 1), and age/sex-specific capture probabili-
ties. These other forms of heterogeneity also will
cause negative bias of both point and variance
estimates of nonheterogeneity estimators, as sug-
gested by the results of our simulations (Fig. 3),
leading to a potentially dangerous “biased-but-
apparently-precise” estimate. The penalty for use
of heterogeneity estimators, such as Mh (Chao)
that are designed for data with lower capture
probabilities (Chao 1989), is reduced precision
of estimates; however, a larger confidence inter-
val probably is the most indicative of certainty in
estimates given the uncertainty in cub capture
probabilities. 

Non-independence of captures of yearlings and
cubs with attendant females causes a decrease in
precision and confidence-interval coverage with
most estimators. This problem cannot be para-
meterized given that age cannot be identified
from DNA data, which makes determining the
relationship between closely related individuals
in the DNA dataset difficult. For example, moth-
er and attendant young are suspected if bears
share at least 1 allele at all loci sampled; however,
the actual relationship between bears could be a
mother–cub, mother–yearling, or mother–older
independent offspring. As with cub heterogene-
ity bias, the Mh (Chao) heterogeneity estimator is
the most robust to non-independence of cap-
tures but also displays lower levels of precision
than other estimators.

Monte Carlo simulations suggested that the
CAPTURE model-selection routine lacked power
to detect heterogeneity capture-probability varia-
tion. The low power of the CAPTURE model-
selection routine has been documented exten-
sively by other simulation studies (Otis et al. 1978,
Boulanger and Krebs 1996, Stanley and Burnham
1998). The small-scale grid design showed greater
power than the large-scale design; however, the
small-scale grid was still compromised by the lower
number of bears present in the sampling area.

Heterogeneity variation caused by cubs in pop-
ulation estimates has not been considered in pre-
vious studies that have attempted to estimate griz-
zly bear population size (Mowat and Strobeck
2000, Poole et al. 2001, Boulanger et al. 2002).
Mowat and Strobeck (2000) conducted simula-
tion tests of estimators to explore robustness to
heterogeneity bias; however, the parameteriza-
tion of heterogeneity simulations were not tied to
the capture–mark–recapture data or potentially
important aspects of bear biology in the sampled
population. This makes determining the applica-
bility of these results difficult.

Potential methods, such as installing a second
wire closer to the ground, could be used to in-
crease cub capture probabilities and potentially
mitigate cub heterogeneity bias. In addition, the
use of stable isotopes in hairs to identify nursing
cubs (Hobson et al. 2000) also might allow partial
identification of cubs in the dataset. If this
method is successful, then age-stratified analyses
using the Huggins (1991) or Pledger (2000) het-
erogeneity models in program MARK (White and
Burnham 1999) will be possible, therefore elimi-
nating any bias due to cubs. Another method
would be to estimate the population of indepen-
dent bears (Miller et al. 1997) by eliminating all
potential parents and dependent offspring from
the dataset that share at least 1 allele at all loci
sampled. However, this method would result in a
negatively biased estimate of the population of
independent bears since parents and older inde-
pendent offspring (except father and sons) also
would be eliminated from the data set. Until these
methods are developed and verified, we suggest
that the general guidelines from our simulations
be used when considering appropriate popula-
tion estimators for grizzly bear populations. 

Closure Violation
The program CAPTURE closure test displayed

low power to detect closure-violation bias as
demonstrated by the difference between super-
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population and average N estimates in Table 3.
One assumption made when radiotelemetry is
used to index closure violation is that radio-
marked individuals represent a random sample
of the population of bears that could potentially
encounter traps during the time of sampling. We
distributed and accessed trapping sites using a
helicopter to ensure thorough coverage of our
study area; however, the high immigration rates
of bears in all years into the sampling grid area
suggests that most radiomarked bears exhibited
relatively high fidelity to the sampling grid. This
result suggests that the distribution of radio-
marked bears may have been biased toward the
grid area. However, the fidelity of the radio-
marked bears to the grid also may reflect our
effort to locate the grid so that it was topograph-
ically closed as much as possible. A larger issue
with our study was low numbers of radiomarked
bears and subsequent imprecise estimates of the
proportion of radiomarked bears on the grid
(Table 3) that led to imprecise estimates of the
average number of bears on the sampling grid.
Increasing the sample size of radiomarked bears
would mitigate this issue. 

Other methods to estimate population density
from DNA-based capture–mark–recapture pro-
jects, such as the core-extrapolation method of
Boulanger and McLellan (2001), could not be
used with our data because of the extremely un-
even density of bears in the study area. For exam-
ple, the town of Golden was located near the cen-
ter of the 1996 study grid, and, consequently, this
area had lower densities than other areas. The
obvious dependence of bear densities on habitat
and human conditions limits the ability of man-
agers to interpret and extrapolate grid-based
density estimates. As a result, a resource selection
function-based analysis (Boyce and McDonald
1999), providing a habitat-based spatial interpo-
lation of estimated densities, was conducted by
Apps et al. (2004).

MANAGEMENT IMPLICATIONS 
A major challenge of capture–mark–recapture

estimation of grizzly bear populations is meeting
the assumption of population closure. The con-
cept of superpopulation provides a way to inter-
pret estimates when closure is violated. However,
this and other studies (Boulanger et al. 2002,
2004) suggest that the degree of closure-violation
bias is strongly influenced by local topography and
habitat. Therefore, extreme attention to closure in
study design must be undertaken to ensure reli-

able estimates. Increasing grid size will not signif-
icantly offset closure violation in comparison with
grid placement designed to maximize topo-
graphic closure. Results of this and other studies
(Boulanger and McLellan 2001) suggest that the
program CAPTURE closure test has limited power
to detect closure violation with sample sizes typi-
cal of bear studies. Therefore, the use of alterna-
tive tests to detect closure violation (Stanley and
Burnham 1999, Boulanger and McLellan 2001)—
as well as the use of radiomarked bears to assess
movement—should be considered. 

Study designs resulting in capture probability
levels >0.2 and population sizes >50 must be used
to ensure reliable results. The robustness of esti-
mators to factors such as family group bias and
levels of precision climb dramatically once the
capture-probability level is >0.2. Of the 7 studies
reviewed by Boulanger et al (2002), only designs
with 5 × 5-km and 7 × 7-km grid cell sizes have
achieved this capture-probability level. If popula-
tions are much larger than 100 (e.g., 200 bears),
designs with larger grid cell sizes and reduced
capture probabilities may be used. Recent likeli-
hood-based heterogeneity models (Pledger 2000)
in program MARK also should allow greater flex-
ibility in the modeling of heterogeneity variation.
Boulanger et al. (2002) demonstrated how data-
sets from different studies potentially can be
pooled in program MARK to enhance estimate
precision. The pooling approach requires stan-
dardization of study designs making it less applic-
able to our study. In addition, further simulation
testing of likelihood-based heterogeneity estima-
tors and accompanying information–theoretic
model selection is needed to determine the over-
all performance of this newer method of analysis
(Stanley 1998, Coull and Agresti 1999, Dorazio
and Royle 2003).

Given the low power of the CAPTURE model-
selection routine, selection of appropriate esti-
mation models should be based on simulations
that incorporate the biology of bears, combined
with results of some of the capture–mark–recap-
ture projects with larger sample sizes and higher
capture probabilities. We suggest that researchers
use the simulation model parameters in Table 1
and simulation modules such as those found in
CAPTURE and MARK to explore particular bias-
es and levels of precision with their study designs. 

Ours and other studies suggest that obtaining
precise and unbiased estimates of population size
and density for grizzly bears using DNA cap-
ture–mark–recapture methods requires extreme-
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ly careful attention to sampling design. An alter-
native to estimation of population size that is
potentially more robust to sampling issues is the
estimation of trend through repeated sampling
of study areas. For example, the Pradel model
(Pradel 1996) in program MARK estimates popu-
lation rate of change and is more robust to het-
erogeneity of capture probabilities such as cub
bias and closure violation (Schwarz 2001,
Franklin 2002, Hines and Nichols 2002, Nichols
and Hines 2002, Williams et al. 2002). From a
manager’s perspective, the main disadvantage of
this approach is that it requires a long-term per-
spective toward the management of bears, given
that at least 3 yearly sampling sessions are needed
to obtain estimates of relative survival and popu-
lation trend. However, due to their long life span
and subsequent time lags in population response
to perturbation, rigorous management of bears
requires a long-term perspective (Anderson et al.
1995, Thompson et al. 1998). 
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